This Internet Appendix reports the details of the intraday volatility pattern corrector (Appendix A), the details of the mean-CVaR optimization problem (Appendix B) and the detailed resolution of the CRRA utility maximization problem (Appendix C).
Appendix A. Intraday volatility pattern

It is widely documented (Wood et al. (1985) and Harris (1986)) that intraday returns show a systematic seasonality over the trading day, also called the U-shaped pattern. The intraday volatility is particularly higher at the open and the close of the trading than the rest of the day.

To minimize the effects of intraday volatility on our jump detection test, we modify our procedure by rescaling intraday returns with a volatility jump robust corrector introduced by Bollerslev et al. (2008). The $k^{th}$ rescaled intraday return of day $t$ is defined by:

$$
\hat{r}_{t,k} = \frac{r_{t,k}}{\varsigma_k}
$$

where:

$$
\varsigma_1^2 = \frac{M \sum_{t=1}^{T} |r_{t,1}| |r_{t,2}|}{\sum_{t=1}^{T} |r_{t,1}| |r_{t,2}| + \sum_{t=1}^{T} \sum_{l=2}^{M-1} |r_{t,l-1}|^{\frac{1}{2}} |r_{t,l}| |r_{t,l+1}|^{\frac{1}{2}} + \sum_{t=1}^{T} |r_{t,M-1}| |r_{t,M}|}

\varsigma_k^2 = \frac{M \sum_{t=1}^{T} |r_{t,k-1}|^{\frac{1}{2}} |r_{t,k}| |r_{t,k+1}|^{\frac{1}{2}}}{\sum_{t=1}^{T} |r_{t,1}| |r_{t,2}| + \sum_{t=1}^{T} \sum_{l=2}^{M-1} |r_{t,l-1}|^{\frac{1}{2}} |r_{t,l}| |r_{t,l+1}|^{\frac{1}{2}} + \sum_{t=1}^{T} |r_{t,M-1}| |r_{t,M}|}

\varsigma_M^2 = \frac{M \sum_{t=1}^{T} |r_{t,M-1}| |r_{t,M}|}{\sum_{t=1}^{T} |r_{t,1}| |r_{t,2}| + \sum_{t=1}^{T} \sum_{l=2}^{M-1} |r_{t,l-1}|^{\frac{1}{2}} |r_{t,l}| |r_{t,l+1}|^{\frac{1}{2}} + \sum_{t=1}^{T} |r_{t,M-1}| |r_{t,M}|}

T is the total number of days considered in the study and $M$ is the number of observations in a day.

Appendix B. Mean-CVaR optimization problem

The mean-CVaR optimization approach initially developed by Rockafellar and Uryasev (2000) can be described as follows. We first define the loss function of a portfolio composed of $n$ assets given the vector of weights $w$ and the random vector of asset returns $r$ such as

$$
f(w, r) = -\sum_{i=1}^{n} w_i r_i = -w' r
$$
The probability of $f(w, r)$ not exceeding a threshold $\alpha$ is given by:

$$\Psi(w, \alpha) = \int_{f(w, r) \leq \alpha} p(r) dr$$

where $p(r)$ is the density function of the vector of returns. $\Psi$ is a function of $\alpha$ for a fixed vector of weights $w$ and represents the cumulative distribution function for the loss associated with the vector of weights $w$.

The values of the VaR and the CVaR of the loss function associated with $w$ and a confidence level $\beta$, $\alpha_\beta(w)$ and $\phi_\beta(w)$, can be then determined as:

$$\alpha_\beta(w) = \min(\alpha \in R : \Psi(w, \alpha) \geq \beta)$$

$$\phi_\beta(w) = (1 - \beta)^{-1} \int_{f(w, r) \geq \alpha_\beta(w)} f(w, r)p(r) dr$$

Following Rockafellar and Uryasev (2000), we provide the expression $\phi_\beta(w)$ using the function $F_\beta$ defined as follows:

$$F_\beta(w, \alpha) = \alpha + (1 - \beta)^{-1} \int [f(w, r) - \alpha]^+ p(r) dr$$

where $[x]^+ = \max(x; 0)$. Rockafellar and Uryasev (2000) show that $F_\beta(w, \alpha)$ is convex and continuously differentiable as a function of $\alpha$. It is also related to the CVaR of the loss function through $\phi_\beta(w) = \min_{\alpha \in R}(F_\beta(w, \alpha))$. Moreover, the authors prove that minimizing $\phi_\beta(w)$ over all $w \in R^n$ is equivalent to minimizing $F_\beta(w, \alpha)$ over all $(w, \alpha) \in R^n \times R$, that is $\min_{w \in R^n} \phi_\beta(w) = \min_{(w, \alpha) \in R^n \times R} F_\beta(w, \alpha)$. The expression of $F_\beta$ can be simplified by generating a random collection of the vector of returns $(r^{(1)}, r^{(2)}, \ldots, r^{(q)})$ and approximated with $\tilde{F}_\beta$ as follows:

$$\tilde{F}_\beta(w, \alpha) = \alpha + \frac{1}{q(1 - \beta)} \sum_{i=1}^{q} [f(w, r^{(i)}) - \alpha]^+$$

Replacing the loss function by its expression gives:

$$\tilde{F}_\beta(w, \alpha) = \alpha + \frac{1}{q(1 - \beta)} \sum_{i=1}^{q} [-w' r^{(i)} - \alpha]^+$$

By introducing the auxiliary variable $u_i$, the minimizing of $\tilde{F}_\beta$ is equivalent to the linear equation:

$$\alpha + \frac{1}{q(1 - \beta)} \sum_{i=1}^{q} u_i$$

subject to: $u_i \geq 0$, $u_i + w' r^{(i)} + \alpha \geq 0$ for $i = 1, \ldots, q$. 
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If we add the budget and the expected target return constraints, the portfolio mean-CVaR optimization problem is given by:

$$\min_{\alpha,w} \alpha + \frac{1}{q(1-\beta)} \sum_{i=1}^{q} u_i$$

subject to:

$$e'w = 1, \ u_i \geq 0$$

$$\mu'w = \bar{\mu}$$

$$u_i + w^r(i) + \alpha \geq 0, \ i = 1, \ldots, q$$

Appendix C. Expected CRRA utility maximization

The investor’s problem at time $t$ is given by:

$$V(t, W_t) = \max_w E[U(W_T)]$$

subject to $e'w + w_0 = 1$

where $w = (w_1, w_2, \ldots, w_n)'$ is the vector of portfolio weights of $n$ risky assets. $w_0$ is the weight of the riskless asset. $e = (1, 1, \ldots, 1)'$ denotes the vector of ones and $U$ is the CRRA utility function with a constant relative risk aversion coefficient $\gamma$. The dynamics of the wealth $W_t$ is as follows:

$$\frac{dW_t}{W_t} = (w'R + r)dt + w'\sigma dB_t + \sum_{x \in \{\text{up, down}\}} \lambda^x \bar{d}Q^x + \sum_{x \in \{\text{up, down}\}} \lambda \bar{dJ}^x$$

where $R = (\mu_1 - r, \mu_2 - r, \ldots, \mu_n - r)'$ is the diffusive excess-returns vector. $\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n)'$ the vector of diffusive volatilities. $Z_t = (Z_{t,1}, Z_{t,2}, \ldots, Z_{t,n})'$ the vector of Brownian motions. $J^{\text{sys, x}} = (J_1^{\text{sys, x}}, J_2^{\text{sys, x}}, \ldots, J_n^{\text{sys, x}})'$ is the vector of systematic (up or down) jump amplitudes whereas $J^{\text{id, x}} = (J_1^{\text{id, x}}, J_2^{\text{id, x}}, \ldots, J_n^{\text{id, x}})'$ denotes the vector of idiosyncratic (up or down) jump amplitudes.

$Q^{\text{id, x}} = (Q_1^{\text{id, x}}, Q_2^{\text{id, x}}, \ldots, Q_n^{\text{id, x}})'$ is the vector of idiosyncratic jump Poisson processes. The $\cdot$ operator denotes the element-by-element multiplication of two equally sized vectors.

By applying Ito’s lemma to $V(t, W_t)$ and using stochastic dynamic programming techniques, we obtain the following Hamilton-Jacobi-Bellman equation:

$$0 = \max_w \left\{ \frac{\partial V(t, W_t)}{\partial t} + \frac{\partial V(t, W_t)}{\partial W_t} W_t(w'R + r) + \frac{1}{2} \frac{\partial^2 V(t, W_t)}{\partial W_t^2} W_t^2 w'\Sigma w + \sum_{x \in \{\text{up, down}\}} \lambda^x E[V(t + W_t w + W_t w^r x, J^{\text{sys, x}})] - V(t, W_t) \right\}$$

$$+ \sum_{i} \sum_{x \in \{\text{up, down}\}} \lambda_i^{\text{id, x}} E[V(t + W_t w + W_t w_i J_i^{\text{id, x}}, J^{\text{sys, x}}) - V(t, W_t)]$$
where $\Sigma = (\rho_{i,j}\sigma_i\sigma_j)_{1 \leq i,j \leq n}$ is the covariance matrix of the diffusive returns.

We guess that the function $V(t, W_t)$ is of the following form:

$$V(t, W_t) = A(t) \frac{W_t^{1-\gamma}}{1-\gamma}$$

Using this guess, the Hamilton-Jacobi-Bellman equation writes:

$$0 = \max_w \left\{ \frac{1}{A(t)} \frac{dA(t)}{dt} + (1 - \gamma)(w'R + r) - \frac{(1 - \gamma)\gamma}{2} w'\Sigma w \right\}$$

$$+ \sum_{i \in \text{up(down)}} \lambda^i_{sys,x} E[(1 + w_i'^{J^i_{sys,x}})^{1-\gamma} - 1]$$

$$+ \sum_{i \in \text{up(down)}} \sum_{x \in \text{up(down)}} \lambda^i_{id,x} E[(1 + w_i^J_{id,x})^{1-\gamma} - 1]$$

Differentiating the above equation with respect to $w$, we obtain the following system of non linear equation:

$$0 = R - \gamma \Sigma w + \sum_{x \in \text{up(down)}} \lambda^{sys,x} E[(1 + w'^{J^{sys,x}})^{-\gamma}] + \sum_{x \in \text{up(down)}} \lambda^{id,x} E[(1 + w^J_{id,x})^{1-\gamma} - 1]$$

where $0 = (0, 0, ..., 0)'$ is the vector of zeros. $\lambda^{id,x} = (\lambda^1_{id,x}, \lambda^2_{id,x}, ..., \lambda^n_{id,x})'$ is the vector of idiosyncratic (up or down) jump intensities.

By evaluating the Hamilton-Jacobi-Bellman equation at the optimal portfolio weights $w^*$, we obtain:

$$\frac{1}{A(t)} \frac{dA(t)}{dt} = -\kappa$$

$$\kappa = (1 - \gamma)(w'^R + r) - \frac{(1 - \gamma)\gamma}{2} w'^\Sigma w^* + \sum_{x \in \text{up(down)}} \lambda^{sys,x} E[(1 + w'^{J^{sys,x}})^{1-\gamma} - 1]$$

$$+ \sum_{i \in \text{up(down)}} \sum_{x \in \text{up(down)}} \lambda^i_{id,x} E[(1 + w_i^J_{id,x})^{1-\gamma} - 1]$$

By integrating the differential equation, we get:

$$A(t) = e^{\kappa(T-t)}, A(T) = 1$$
References